
For each q in a corpus Q of hard questions, we construct a 
pseudo-decomposition d’ = [s1; s2; … sN] by retrieving s from a 
corpus S of simple questions. We want s that are (1) similar to q
w.r.t. a metric f (e.g., cos distance) and (2) maximally diverse:

Unsupervised Decomposition
Creating Pseudo-Decompositions

Training Models on Pseudo-Decompositions

Unsupervised Question Decomposition 

Goal: Improve QA by decomposing hard questions into easier sub-
questions that existing QA systems can answer.
Problem: Prior work learns to decompose questions by relying 
human annotation and extractive heuristics.
Solution: Decompose questions with unsupervised methods, using 
2 stages (Figure 1):
(1) Construct a noisy, “pseudo-decomposition” for each hard 

question by retrieving relevant sub-question candidates.
(2) Train neural text generation models on that data with standard 

or unsupervised sequence-to-sequence learning.
Finding: We greatly improve multi-hop QA on HotpotQA with 
unsupervised decompositions, using a 3-stage method (Figure 2):
(1) Generate single-hop sub-questions for a multi-hop question.
(2) Answer sub-questions with a single-hop QA model.
(3) Add sub-questions and their answers as additional input for a 

multi-hop QA model.
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What profession do H. L. Mencken and Albert Camus have in common?

Unsupervised Decomp.

Model

What profession does H. L.

Mencken have?

Single Hop 

QA Model

Single Hop 

QA Model

Henry Louis Mencken (1880 –

1956) was an American

journalist, critic and scholar

of American English.

Albert Camus (7 November

1913 – 4 January 1960) was a

French philosopher, author,

and journalist.
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Examples

We train models on pseudo-decompositions via:
- No Learning: Use d’ = [s1; s2; … sN] as sub-questions
- Seq2Seq: maximize log p(d’|q)
- Unsup. Seq2Seq: learn a q à d mapping without training on 

noisy (q, d’) pairs, similar to unsupervised translation

We greatly 
improve the 
baseline by 
adding sub-
questions and 
answers.

We are compe-
titive with 
DecompRC, 
SAE, and HGN 
which use 
strong 
supervision.

We embed q and s via sum-of-FastText word vectors. We also test
random pseudo-decompositions where si ~ S.

Generated sub-
questions are single-hop 
and question-relevant.

Add interpretability to 
black-box QA models.

Automatically learned 
to decompose many 
kinds of questions. 
Improved QA across all
4 question categories 
(Table 1).

Sub-questions are 
fluent, especially w.r.t.
supervised decomp-
ositions (Table 2).

Table 1: QA F1 with and 
without Decompositions

Table 2: Decompositions from 
USeq2Seq (ours) vs. DecompRC

Analysis
Including sub-answers is 
crucial. Returning sentences 
with sub-answer spans is 
better than just returning 
sub-answer spans.

Multi-hop QA improves 
when the single-hop QA 
model answers with gold, 
question-relevant 
“supporting fact” sentences. 
We find supporting facts 
without strong supervision.

Multi-hop QA improves 
when the single-hop QA 
model is more confident of 
its answers to sub-questions. 
Low confidence sub-answers 
may be more likely to be 
incorrect/hurt multi-hop QA.

QA Results


